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Abstract. Under interaction with a high-intensity laser field, the real-time femtosecond dynamics of the
electron density in the Hs molecule has been studied quantum mechanically. For this purpose, a time-
dependent generalized nonlinear Schrédinger equation of motion, developed earlier in our laboratory by
combining density functional theory and quantum fluid dynamics in real space, is solved numerically at
the equilibrium internuclear distance of the molecule. By employing various time-dependent calculated
properties as probes, information and insight are obtained about the phenomena of excitation, ionization,
bond-softening, dipole formation and high-harmonics generation. The present approach goes beyond the

linear response formalism.

PACS. 33.80.-b Photon interactions with molecules — 42.50.Hz Strong-field excitation of optical transi-
tions in quantum systems; multiphoton processes; dynamic Stark shift — 42.65.Ky Frequency conversion;
harmonic generation, including higher-order harmonic generation

1 Introduction

The active interplay of theoretical investigations and ex-
perimental developments has uncovered a new domain in
the physics of laser-matter interactions. Not only are these
studies important from a fundamental point of view, they
also have multiple applications in science and technology.
In such strong-field processes, the strength of the driving
laser field approaches and exceeds the strength of internal
binding forces in the irradiated quantum system. Since
the applied field is a large perturbation, it modifies the
internal structure of the system and significantly alters its
decay dynamics. Consequently, the perturbative expan-
sions break down and non-perturbative theoretical treat-
ments are required to describe adequately the interaction
of real systems and intense lasers. An entirely unknown
realm of physics is thus thrown open to investigation
whereby a host of counter-intuitive nonlinear phenom-
ena has been discovered. The mechanism of laser-atom
interactions has been explored extensively and is under-
stood to a large extent. However, interest is now shifting
to study molecules but this area of research is still in its
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infancy [1-3]. Molecules have a higher level of complexity
than atoms because of the additional degrees of freedom
associated with the nuclear motion. An enormous compu-
tational effort is required to treat electronic and nuclear
degrees of freedom on an equal footing which makes an ac-
curate treatment of the dynamical behaviour of even the
simplest neutral molecule, Hs, in intense laser fields quite
challenging. It often becomes essential to consider the dif-
ferent time-scales of response of electronic and nuclear mo-
tion; the latter can thus be neglected (adiabatic or Born-
Oppenheimer approximation). Within this approach, the
nuclei are treated as fixed and the response of an electron
to the external field is essentially instantaneous on the
time-scales of both the nuclear motion and the optical pe-
riod of the laser field. Various avenues have been explored
to probe molecular dynamics and a wealth of interest-
ing processes such as multiphoton ionization [4,5], above-
threshold ionization (ATI) [6,7], above-threshold dissocia-
tion (ATD) [8-11], alignment with external fields [12,13],
high harmonics generation (HHG) [14-21], ionization that
depends on internuclear separation [22,23], dissociation
through bond-softening [10,24,25] and Coulomb explo-
sion [17,26-28] have been studied.

Several theoretical time-dependent approaches have
evolved for obtaining insights into these nonlinear mul-
tiphoton phenomena arising out of interactions between
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high intensity lasers and small molecules. Not surpris-
ingly, most of these are restricted to one-electron hydrogen
molecular ion and the simplest two-electron neutral Hso
molecule. One of these treatments employed a finite ele-
ment method, which includes both bound and continuum
states, to solve the time-dependent Schrodinger equation
(TDSE) in three-dimensional Cartesian coordinates for
obtaining ionization rates and HHG spectra [20]. Treating
the nuclei as fixed, the mechanism of enhanced ionization
has been analyzed through solving TDSE for reduced di-
mensionality models [22,29], a 3D fully-correlated ab ini-
tio method [23,25] which also accounts for bond-softening,
and an accurate evaluation of 3D two-electron wavepacket
dynamics by the dual transformation method [30]. A mod-
ified split-operator technique has been applied to solve
TDSE for Hs with moving nuclei with an effort to un-
derstand strong-field ionization dynamics [31]. The phe-
nomenon of HHG has also been examined by employ-
ing TDDFT and including optimized effective potential
along with a self-interaction correction for the exchange-
correlation potential and obtaining the solution through
the time-dependent pseudospectral method [19] and in
another study by including nuclear dynamics to also ob-
serve Coulomb explosion and laser-induced photodissoci-
ation [32]. A non-adiabatic quantum molecular dynamics
approach [33] has also been developed to analyze HHG in
H5 molecule with both fixed and dynamic nuclei by using
linearly polarized laser pulses. Another application of the
split-operator method has been to solve the TDSE and ob-
tain single- as well as double-ionization probabilities and
HHG spectra for the first three electronic states of Hy [21].
A recent paper employed linear combination of atomic or-
bitals (LCAO) and molecular orbital (MO) method in ad-
dition to the strong field approximation, wherein nuclear
motion is also considered for Hy molecule, to study ion-
ization rates, photoelectron spectra and angular distribu-
tions [34].

However, it appears that the role of density as a valu-
able tool to tackle the computational difficulties within
time-dependent quantum mechanical formulations and
elucidate the nature of such nonlinear dynamics has not
been understood or exploited to its potential. This is all
the more important because realistically much of the dy-
namical phenomena in atoms and molecules, including
those phenomena associated with exchange and correla-
tion effects, can be viewed as originating from the dis-
placement of electron density from one spatial region to
another (note that in the quantum fluid dynamical ap-
proach [35] to many-electron systems one requires both
the electronic charge density and current density for com-
plete information). For example, ionization is associated
with the removal of density in regions far away from
the nuclei; excitation with the removal of electron den-
sity from the nuclear region; bond-softening with the
depletion of density in the binding region while dissoci-
ation can be visualized as a consequence of increased de-
pletion of density in the binding region and consequent
separation of the two nuclei. Thus, it becomes essential
to follow the dynamical changes of electron density in a
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molecule in order to fully understand its behaviour in such
strong external fields. For this purpose, we have adopted a
non-perturbative, time-dependent quantum fluid density
functional method [35-39] that is an amalgamation of den-
sity functional theory (DFT) and quantum fluid dynamics
(QFD), permits the use of a “classical” language within
quantum mechanics and may have certain advantages over
other approaches. Successful applications of this method
have already been made in the intense laser-atom dynam-
ics [40-42].

The present study deals with the direct interaction be-
tween the electron cloud of the molecule and the laser pho-
tons. We assume here that the two nuclei are fixed in space
at the equilibrium internuclear distance, Ry = 1.4 a.u and
perform a thorough analysis of the three-dimensional elec-
tron dynamics. A question arises whether it is worthwhile
to restrict this study to R, only and not explore other
internuclear separations. The following discussion justifies
our interest. Although the calculations with fixed inter-
nuclear distance R for both 1D [22] and 3D [23] Hy have
exhibited a strong enhancement of ionization rate at in-
ternuclear separations in the range from R = 3—10 a.u,
whether the molecule actually probes such large separa-
tions in reality is still an unanswered question. So far there
has been no experimental observation of enhanced ion-
ization in this molecule. It seems difficult to verify this
theoretical finding experimentally because the multipho-
ton ionization of Hs occurs at equilibrium geometry much
before it has the opportunity to expand towards larger in-
ternuclear distances. Moreover, it was concluded in a one-
dimensional study on a model Hy molecule beyond Born-
Oppenheimer treatment that the internuclear distance of a
neutral molecule even under intense lasers (laser intensity
~10* W em—2) remains close to the equilibrium internu-
clear distance and that the molecule predominantly decays
due to ionization without showing any signature of dissoci-
ation [31]. Furthermore, it was reported that the dynamics
of the molecule in such a field is essentially dominated by
the ionization rates near the equilibrium geometry. Also,
the molecular core is considered as frozen here because the
orientation of molecules cannot change in the time scale of
short femtosecond laser pulses. Such a fixed-nuclei treat-
ment implies ignoring dissociation and Coulomb explosion
but there is not much to lose because considering the in-
tensities employed in this paper these processes do not
contribute significantly to the decay as compared to ion-
ization that plays a lead role. Moreover, the laser field
affects electron dynamics to a much larger extent than
nuclei which are considerably heavier than electrons and
consequently their motion is relatively quite slow. It is
thus clear that a thorough exploration of this molecule
with fixed nuclei and at the equilibrium internuclear sep-
aration is a worthwhile step towards comprehending the
nature of dynamical evolution.

The present work is not only an attempt to exam-
ine the suitability of TDQFDFT to the study of dynam-
ical processes in molecules but also an effort to obtain
a deeper understanding and finer details of the phenom-
ena observed in terms of density-based time-dependent
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quantities. This is an extension of the previous work done
in our laboratory on two-electron molecules [43,44] which
was computationally limited to a rather short period of
time as well as small computation grid and therefore could
not reproduce HHG accurately.

The layout of this paper is as follows: Section 2
lays down the numerical method of calculating the time-
dependent density directly. Section 3 lists different TD
quantities required to visualize the phenomena arising out
of the interaction, interprets the results and compares with
the already existing literature. Section 4 makes certain
concluding remarks on the validity of this method and
scope for future investigations in this direction.

2 Method of calculation

The detailed methodology of TDQFD, its association with
DFT and the generation of GNLSE for calculating the
time-dependent density arising out of interaction of the
system with and external TD field have been discussed
in the earlier works done in our research group [35-39].
The hydrodynamic formulation is closer to the classical
description of quantum systems in the sense that the
reduction of 3N degrees of freedom in the Schrodinger
wavefunction to 3 in the hydrodynamical “wavefunction”
leads to a loss of interference which is a characteristic fea-
ture of quantum systems Therefore, the hydrodynamical
“wavefunction” may be regarded as a reduced form of the
Schrédinger wavefunction.

The Schrédinger-like equation of motion, obtained
through a hydrodynamical continuity equation and an
Euler-type equation, is given by (atomic units employed
throughout this paper)

OU(rt)

3V Vgl )| v =)

where ¥ is the hydrodynamical “wavefunction”; density,
p(r,t) = [¥(r,t)|?, and the effective potential Vog([p]; 7, t),
containing both classical and quantum terms, is defined as
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Equation (1) is a generalized nonlinear Schrédinger equa-
tion [38,45] (GNLSE) since Vg depends on ¥(r,t); it is
different from the usual nonlinear Schrédinger equation
which is cubic in ¥(r,t). The various terms comprising
Vegr ([p];7,t) are as follows: Eg ¢ is the interelectronic
repulsion term, E,,,_¢ is the electron-nuclear attraction
term, E,. is the exchange and correlation energy func-
tional, F., arises from a non-classical correction term
added to the Weizsaecker kinetic energy required for more
than two-electron systems (this term vanishes for a one-
electron system and a two-electron Hartree-Fock system;
in the present case of Hy molecule, this correction term
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is neglected); Eey: is the interaction energy between the
electrons and the external field. In other words,

Eel—el = // 7 )d d?‘
lr —r |
5Eelfel ) /
Zei—el dr
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Epy—er = — / gp (7", t) dr
r
5Enu—el Z
P r

Taking F,. as E, + E., various exchange and correlation
functionals are available in the literature. However, we
have employed a local exchange functional [46]
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Correlation effects have been included by using a simple,
local parameterized Wigner-type functional [47]

Y
Ec - /a+bp71/3dr

5EC —1/3
— f% (6)
op (a-+bp=1/3)

where a = 9.81, b = 21.437, and ¢ = 28.582667 = (4/3)b
It may be noted that since the present calculations ne-
glect Ecopr, for a two-electron system equation (1) reduces
to the time-dependent (TD) Kohn-Sham equations [37].
However, for other many-electron systems, FE.,.. cannot
be neglected and the single equation, equation (1), re-
mains valid for all of these systems (see also Ref. [48]) for
the direct calculation of TD electron density and other
properties.

We have limited our calculations to the case where
the internuclear axis is aligned parallel to the direction of
laser polarization. It has been shown that molecules with
the outermost orbital symmetry as o, show maximum
HHG yield when they are aligned along the laser direction
whereas for those with outermost 7, orbitals HHG yield is
the highest when they are aligned at about 45° from the
polarization axis [13]. The laser electric field propagating
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along the molecular z-axis is treated classically

Eeot =— | E(t) Zp(r,t)dr
5Eext ~
- _E
5 (t)z

E(t) = Eof (t)sin (wrt) (7)
where Fy = /87l /c; ¢ is the speed of light, I is the in-
tensity of laser field and the shape function of the pulse is
given by

t

— t <ty
¢ (8)
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Here, tg refers to the time at which the maximum value of
electric field is reached, which for the present calculations
is at 5 optical cycles.

The calculation of p (g, Z,t) for the hydrogen molecule
is done by solving the TDGNLSE, equation (1), start-
ing from an initial ground-state hydrodynamical density
p (p, Z,0) which has been obtained as |¥ (5, Z,0)|? following
the imaginary-time formulation of the TDQFD akin to the
diffusion quantum Monte Carlo method (for the method
adopted and its other applications see, e.g., Ref. [49] and
other references therein). The ground state energy ob-
tained with this formulation is a highly accurate value of
—1.17212 a.u compared to the exact nonrelativistic value
of —1.17447 [50] a.u. Since electron correlation is included,
the calculated density is obviously more accurate than the
ground-state Hartree-Fock density.

The formal solution of equation (1) is obtained as

W (r,t + At) = e Ew (r,1).
Alternatively, it can be written as

n+1l _ _AtL,n
Wl,m =e€ g;l,m

(9)
where

L=—i —%VQ + Veg ([p]:7,0) | - (10)
To describe the molecule, we choose the cylindrical co-
ordinate system (p,2,¢; 0 < p < 00, —00 < Z < +00,
0 < ¢ < 27) with the origin at the mid-point between the
two protons. The position of the first proton, say Ha, is
R4(0, —Re4/2) while that of the second proton, say Hp,
is Rp(0, Req/2) where R.q = 1.4 a.u is the equilibrium
internuclear distance in the ground state of Hy molecule.

Since the electron density in a diatomic molecule is
cylindrically symmetric (¢-independent), the 52/ 0(;52 term
is dropped. Thus the operator L in this coordinate system
is given by

ff' 8_2+12+6_2+i6_2 ZV ([]”Zt)
2100 " 50p 0 Py | TEMT
i 02 i 0 i 0?
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We thus have a two-dimensional system which can be dis-
cretized as

o=t 0<x<5.025,
r=6+(1—-1)h
Zo +mh
—Noy/h.

—25.1250 < Z < 25.1250
1=1,2,3,..., N,
m=1,2,3,...,Ny

Zm

20

In our calculation, N; = 51, Ny = 501, h = 0.1005;
Z = —0.7035 for nucleus A and 0.7035 for nucleus B. For
best results, we have chosen § = 1.0 x 1079, along the z-
direction only; this avoids the Coulomb singularities at the
nuclear sites. Furthermore, At = 0.071643 and 0.03582 a.u
for the 1064 nm and 532 nm laser respectively, employed
in this work.

We have applied the finite-difference scheme followed
by Peaceman-Rachford splitting [51] and the modified
Thomas algorithm [52] to solve equation (1) for obtain-
ing the electronic density over a series of real time-steps.
A suitable mask function of the form

[ { (& — Taps) } { (2 = Zabs) }r/‘*
COS{ =< pCOSS =~ )
2(xmaa: - Zabs) 2(Zm,a:v - Zabs)

where z4ps = 2.814, Tyae = 5.025, Zaps = 20.100, Zhax =
25.125, has been employed for z > 2.814 and |Z| > 20, in
order to avoid reflections from the grid boundaries. From
the calculated densities at different times, various time-
dependent properties have been calculated to obtain in-
sights into the dynamics that are discussed in next section.
Although the present methodology does not provide the
conventional orbital description of the atomic/molecular
system, it can nevertheless describe the dynamics arising
out of the electron density distribution since the method
calculates TD density directly by solving only one equa-
tion. The conceptual simplicity of the quantum fluid dy-
namical approach, its connections with the “classical” ap-
proaches to quantum mechanics and its high numerical
accuracy in the case of real systems have been amply
demonstrated before [35-41]. Furthermore, the present nu-
merical method calculates densities in principle to all or-
ders of change, beyond the linear response formalism.

3 Results and discussion

It is conceivable that a high intensity laser, such as that
employed here, would lead to electron density changes ei-
ther in a symmetric (identical changes around both nu-
clei) or an asymmetric (different changes around both nu-
clei) manner. There should be multiphoton excitation to
higher electronic states. This can lead to ionization in the
sense of density removal from the computation grid once
it reaches the specified boundary far away from the nu-
clei. The asymmetric charge distribution around the two
nuclei will eventually lead to separation of the two nuclei
(possible dissociation) if the electron density evolves for a
sufficiently long time in order to act as a feedback for the
movement of the much heavier nuclei.



A. Wadehra and B.M. Deb: Dynamics of Hy molecule in intense laser fields

(a) t =0a.u.

3
N
N
3
5 (a.u.)
(b) t=458.516 a.u.
El
=
N
3
5 (a.u.)
(c) t=862.011 a.u.
Bl
N
N
3

p (aw)

145

(d) t=4089.965 a.u.

El
&
N
3
p (au.)
(e) t=4108.306 a.u.
£
&
N
3
|3 (a.u.)
(f) t=4126.646 a.u.
£
E
N
3

5 (a.u.)

Fig. 1. Contours of time-dependent density (a.u) in the plane (5,%) for A = 532 nm and I = 1 x 10" Wem™2 at (a) t = 0,
(b) t = 458.516, (c) t = 862.011, (d) t = 4089.965, (e) t = 4108.306, (f) t = 4126.646 a.u. The density values for the outermost
and innermost contours are 0.008 and 0.22 respectively (these values are also valid for Figs. 2 and 3). The total interaction time

is 100 fs, i.e., 4134.1276 a.u.

The dynamics of the interacting system are described
in this paper in terms of the following properties: 3-D elec-
tron density; contours of electron density; 3-D difference
density; contours of difference density; time-dependent
electronic charge, N(t); electronic charges around the two
nuclei, Na(t) and Np(t); electronic charge around the
“binding” region, Npg(t); electronic charges around the
“antibinding” regions, N°(t) and N9 (t); ground-state
survival probability, Pys(t); time-dependent electric field,
E(t); time-dependent dipole moment, uz(t) and HHG
spectra. The laser intensities employed for the present
calculations are 1 x 10'* Wem™2, 2 x 10'* Wem™2,
3x10™ Wem—2 and 1x10% W ecm—2 for both 532 nm and

1064 nm lasers. Such an analysis of several interrelated
time-dependent density-based quantities for molecules un-
der intense laser fields does not appear to have been re-
ported before.

3.1 Contour plots of electron density

Contour plots of the electron density of Hy for A = 532 and
1064 nm have been depicted in Figures 1—3, for different
times and laser intensities. These provide a detailed visu-
alization of the geometrical nature of changes in the elec-
tron density in the binding and antibinding regions [53]
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Fig. 2. Contours of time-dependent density (a.u) in the plane
(p,2) for X\ =532 nm and T = 1 x 10"® Wem™2 at (a) t =
458.516, (b) t = 862.011, (c) t = 4126.646 a.u. The total inter-
action time is 100 fs, i.e., 4134.1276 a.u.

thereby yielding additional insights into the phenomena
of bond softening, excitation and consequent dissociation.
The internal consistency of the pictures and their interpre-
tations below constitute a valuable check on the numeri-
cal accuracy of our algorithm for both imaginary-time and
real-time evolution.

Initially (¢ = 0), for A = 532 nm, the electron density
is symmetric around the two protons A and B as well as in
the overlap region so that there is no net force [53] exerted
on any proton in the equilibrium configuration (Fig. 1a).
With the onset of the laser field, the density acquires as
asymmetry except when the oscillating laser field vanishes
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Fig. 3. Contours of time-dependent density (a.u) in the plane
(p, ) for A = 1064 nm and t = 4071.624 a.u for (a) [ = 1x 10",
(b) I =3x10™, (c) I = 1x10" Wem™2. The total interaction
time is 100 fs, i.e., 4134.1276 a.u.

att =nr/wr,n=0,1,2,... At t = 458.52 a.u (laser field
at a maximum), density is accumulated around proton A
and depleted around proton B (Fig. 1b), thereby creating
two unequal “halves” of the molecule which respond dif-
ferently to the laser field. At ¢t = 862.01 a.u (laser field at
a minimum), the situation is reversed so that density is
now depleted around proton A and accumulated around
proton B (Fig. 1c¢). Thus, the TD electron density fluctu-
ates in response to the sign and magnitude of the laser
field. This feature persists all through the laser-molecule
interaction, e.g., at the trough (¢ = 4089.97 a.u; Fig. 1d),
the crest (t = 4126.65 a.u; Fig. 1f) and the vanishing field
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in between (¢t = 4108.3 a.u; Fig. le) of the last optical
cycle. A comparison of Figures 1c and 1d, 1b and 1f, as
well as Figures la and le indicates the internal consis-
tency and the accuracy of the present calculations. Thus,
the initially nonpolar Hs molecule oscillates between the
polar HiJrH‘st and H‘f{H‘sBJr species. Such polarization in-
creases at higher laser intensities with the density becom-
ing more asymmetric (Fig. 2), thereby closely resembling
an HXH;3 or HEHE situation, indicating greater ioniza-
tion compared to those for lower intensities. Such localized
bound states are created in an intense laser field and these
should be involved in the mechanism of non-sequential
double ionization [30]. An understanding of this would
help in visualizing how electron correlation and molecular
structure affect each other dynamically when exposed to
strong fields. The contour plots also show that the two nu-
clei have drawn more electronic charge towards themselves
in a dissimilar manner at the expense of electron density
from the overlap region. Thus, both the nuclei tend to get
back the electron density they contributed for the bond
formation in Hs indicating bond-softening being a precur-
sor of dissociation. In other words, bond softening occurs
by an unequal (asymmetric) electron distribution around
the two nuclei whereby the molecule becomes instanta-
neously polar. A comparison between Figure la and any
of Figures 1b—1f clearly reveals that, at any time, the elec-
tron densities near the nuclei and in the region between
them are respectably higher and lower compared to those
at t =0 (see also Sect. 3.3).

The features discussed above for the 532 nm laser are
representative of those for other intensities and for the
1064 nm laser. Figure 3 for A = 1064 nm shows a gradual
depletion of density at higher intensities and the spread
along Z is also observed for the highest intensity (Fig. 3c).

3.2 Difference density

The difference density at t = 0 is calculated as [49]

Ap (ﬁa zZ, 0) = PH, (ﬁa zZ, 0)
- {pHA (ﬁa *Req/Q) + PHg (ﬁa Req/2)}

where pp, (p, 2,0) is the molecular density at t = 0 ob-
tained from the imaginary-time calculation (Fig. 4a). pp,
and pp, are the densities of two non-interacting hydro-
gen atoms placed at the same equilibrium internuclear
distance as in the Hs molecule. The significance of dif-
ference density is that it gives an idea of the stability of
the molecule and indicates how and where density changes
occur when two atoms interact and form a chemical bond
resulting in the formation of a molecule [54]. As shown in
the perspective plot in Figure 4b, density is significantly
built up in the binding [53,55] region between the nuclei
as should occur on bond formation and gets depleted in
the antibinding [53,55] regions.

The time-dependent difference density is calculated as

(12)

Apt (p, 2,t) = pu, (P, 2,t) — pu, (0, 2,0). (13)
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Fig. 4. Perspective plots (a.u) of initial (a) density, p (p, Z,0)
and (b) difference density Ap (p, Z,0) in the (p, Z)-plane.

This quantity reveals the dynamical reorganization of elec-
tron density as a result of laser-molecule interaction. A
negative or positive difference density implies that density
is getting depleted or accumulated respectively in certain
regions of space as compared to the molecular density at
t = 0. Figure 5 clearly shows that density is depleted
in the regions near the two nuclei indicating that den-
sity has moved away from the binding region resulting in
a negative difference density. There is also an accumula-
tion of density in the antibinding regions somewhat far
from the nuclei giving rise to a positive difference den-
sity. A combination of these two effects, viz. depletion in
the binding region and accumulation in the antibinding
region, is likely to be the main reason for Coulomb ex-
plosion. Figure 5 also shows that the overlap region is
becoming poorer in density and there is a spread of den-
sity along z and p-directions. The positive regions are thus
concentrated along both z and p, mostly well outside the
negative regions. The left-right asymmetry of the positive
regions is also seen in the plot, again depending on the
switching of direction of the laser field. While the positive
region almost reaches the periphery of the computation
grid in the Z-direction, it never reaches the periphery in
the p-direction. However, the values of positive Ap; are
small as compared to negative Ap; indicating that the de-
pletion of density is more than its accumulation signifying
bond-softening, bond-breaking and ionization.
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Fig. 5. Contours of time-dependent difference density (a.u),
Ap(p,2,t) for X\ =532 nmand I = 1x10"® Wem™2 at (a) t =
4089.965, (b) t = 4126.646 a.u. The negative difference density
range is approximately —3 < Z < 3. Positive regions are outside
this range and correspond to greater density accumulation. The
thick dashed lines indicate vanishing difference density. The
total interaction time is 100 fs, i.e., 4134.1276 a.u.

3.3 Electronic charges around different regions
and ionization rates

One of the most important mechanisms of decay in
atoms and molecules is through ionization which, in case
of molecules, may be preceded by dissociation and/or
Coulomb explosion. An analysis of ionization rates is
therefore not only necessary to understand the decay dy-
namics, it is also an important tool to predict the efficiency
of systems for high harmonics generation. Here, we present
an analysis of electronic charges around different regions,
calculate ionization rates and compare with the existing
literature.
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Fig. 6. Time-dependent electronic charge (a.u), N(t) for
(a) A = 532 nm and (b) A = 1064 nm. The uppermost line
is for I = 1 x 10", the middle one for I = 2 x 10* and the
lowest one for I = 3 x 10" W cm™? respectively.

The total electronic charge N (t) is calculated as

N(t) = 2 at t = 0. The calculation of N(t) at differ-
ent times indicates the progress of ionization with time
(Fig. 6). For simplicity, we have calculated the ioniza-
tion rate as [N (0) — N (t)]/t, where t denotes the duration
(100 fs) of the interaction. This amounts to approximating
the ionization curves in Figure 6 by straight lines instead
of an exponential function whose decay constant is the
ionization rate.

We have also calculated the charges in the other re-
gions, namely, binding region, Ngr and in the two an-
tibinding regions, N js and N gs while N4 and Np are the
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Table 1. N(t) values and ionization rates for Ha molecule
interacting with lasers of A = 532 and 1064 nm.

X (nm) T (Wcem™2) N(t) at 100 fs Tonization rate (s™')

532 1 x 10 1.9749 2.505 x 10!
3 x 10 1.6117 3.883 x 10*2
1 x 10%° 0.58 1.42 x 103
1064 1x 10 1.9776 2.24 x 10!
3 x 1014 1.9013 9.87 x 10!
1 x 10%° 0.708 1.292 x 103

charges in the regions of A and B protons, as follows [44]:

27 P 0
Na = [ [ [ vznpazasas sy
0 0 —Zmax
27 P Zmax
Vo= [ [ [ oznpdzdsad (15b)
0 0 0
2n p 2=0.7035
Non()= [ [ p (5505 d5 dpdd  (16)
0 0 z2=-0.7035
2 p z=-0.7035
Neo=[[ [ seansddzas o)
0 0 —Zmax
27 P Zmax
NEO=[[ [ sGavpdzdpai am)
0 0 z2=0.7035

We now analyze the above quantities during the course
of interaction of the molecule with the laser field (see
also Sect. 3.1). Note that the above definitions take the
boundary surfaces separating the binding and antibinding
regions as rectangular/plane surfaces instead of the actual
hyperboloid surfaces.

Figure 6 shows that N(¢) has a constant value of 2
up to the time when the ramp is employed and the elec-
tric field reaches its maximum. Thereafter, a reduction in
N(t) is observed the extent of which depends on the laser
intensity (or the strength of laser field) as shown in the
following Table 1. Thus, for A = 532 nm, the per cent de-
crease in N (t) goes from 1.25 for I = 1x10* Wem=2 to 71
for I =1 x 10'® Wcm™? expectedly indicating a drastic
increase in the ionization rate for the latter intensity. A
similar conclusion holds for the 1064 nm laser where the
per cent decrease goes from 1.12 for I =1 x 10 Wcm™2
to 64.6 for I =1 x 10> Wem™2.

Table 1 reports the N(¢) values for both the lasers at
different intensities. The ionization rate at A = 532 nm
and 1 x 10 Wem™2 intensity is reported [20] as 2.5 x
10 s~1, which shows that there is an excellent match-
ing between the value obtained by our calculation and
the literature value. The ionization rate for A = 1064 nm
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Fig. 7. Time-dependent electronic charge (a.u) in the regions
of (a) nuclei A and B, (b) in the antibinding regions for A =
532 nm and I = 3 x 10'* Wem™2. Similar qualitative features
are observed for other intensities and for A = 1064 nm. In
(a), the first peak corresponds to Np(t) while the first trough
corresponds to Na(t). In (b), the first peak corresponds to
NE5(t) while the first trough corresponds to N5 (). At t =0,
NA(t) = NB(t) =1.0.

and 1 x 10 Wcm™2 intensity also agrees with that re-
ported by Yu et al. [22]. However, the values obtained here
for the higher intensities are somewhat less than the val-
ues reported diagrammatically by these authors indicating
greater ionization in the present case.

An analysis of charges on both the protons, between
them and beyond them also supports the findings from the
contour plots of electron density and the difference density
(Sects. 3.1, 3.2). The picture of charges on the two nuclei
(Fig. 7a) is a clear evidence of asymmetric charge distri-
bution on the nuclei depending on the sign and strength
of the laser field. Initially (¢ = 0), the charges on both
nuclei are the same. With the onset of the laser field, N4
starts increasing and Np starts decreasing. When the laser
field is at its maximum, the density has moved towards
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Fig. 8. Time-dependent electronic charge (a.u) in the binding regions, Ngr(t) for A = 532 nm and (a) I = 2 x 10** Wem™2,
(b) I = 1x10" Wem™2. Similar features are observed for A = 1064 nm and (c) I =2 x 10" Wem™2, (d) I = 1x 10"® Wem™2.

nucleus A and nucleus B is partially deprived of its den-
sity indicating the formation of H‘sA*H%Jr. Thereafter, the
field strength starts decreasing and nucleus B starts re-
gaining its lost electron density. When the field vanishes,
the two nuclei regain their equal share of density (see also
Fig. le). At the minima of the electric field, nucleus B
is richer in density indicating the formation of H6A+ H‘st
and this process of the density swinging back and forth
between the two nuclei repeats itself in each optical cy-
cle with the charge maximum for H4 coinciding with the
charge minimum for Hp and vice versa (Fig. 7a). This
asymmetric charge distribution is the result of different
effective potentials experienced by the electrons for the
two nuclei in the presence of the external field. During
the first half of the laser field, V..; is negative along the
positive z-axis; therefore, density swings to the region of
B nucleus. This swinging of density between the positive
and negative z-directions has the same periodicity as that
of the laser field. For the first five optical cycles (when the
ramp is not yet crossed), the total number of electrons
remains 2; thereafter ionization starts at a rate depending
on the laser intensity. Consequently, the charges on atoms
also decrease to a greater extent for higher intensities as
compared to lower intensities.

A closer examination of the total density behind the
nuclei, i.e., the antibinding regions (Fig. 7b) and in be-
tween the nuclei, i.e., the binding region (Fig. 8) pro-
vides evidence of bond-softening as well as ionization.
There is an overall decrease of density in the binding
region (Fig. 8) implying a softening of the H—H bond.
Such removal of density from the binding region takes
place in a non-symmetric manner which means that the

instantaneous states of the two H “atoms” become dif-
ferent in the Hy molecule as interaction progresses. The
extent of this reduction in density or bond-softening de-
pends on the laser field strength, i.e., the laser inten-
sity. For instance, the minimum value of Ngg is 0.85 for
I =1x10" Wem™2 and 532 nm laser as compared to 0.27
for I =1 x 10> W cm ™2 where density almost disappears
from the binding region. One can also gauge the asym-
metric charge distribution between the two nuclei from
the charges calculated in the regions behind the two nu-
clei. Here too, as the density on the left side of nucleus A
increases, that on the right side of nucleus B decreases
with the overall density in both the regions decreasing
during the interaction. This also gives a clear indication
of ionization. The same qualitative features are also valid
for the 1064 nm laser.

In the light of the above observations, we conclude that
(i) bond-softening occurs when the molecule interacts with
the laser field; (ii) an asymmetric electron distribution be-
tween the two nuclei takes place, making the molecule in-
stantaneously polar; (iii) the asymmetric charge distribu-
tion indicates that the two “atoms” enter different states
as the interaction progresses, a considerable part of the
molecular density corresponding to higher repulsive states
from where ionization and dissociation can readily occur;
(iv) the electronic charges in different regions change with
time in phase with the laser field.

3.4 Ground-state survival probability

The ground-state survival probability, a measure of the
contribution of ground state to the total probability
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Table 2. Ground-state survival probabilities for lasers with
A = 532 and 1064 nm, at different intensities and times (¢o
denotes the completion of ramp).

A(nm) T (Wem™2) Py(t=ty) Pyt =100 fs)
532 1x 10 0.85 0.8
2 x 1014 0.815 0.78
3 x 10t 0.795 0.69
1x 10'° 0.64 0.26
1064 1 x 10 0.859 0.8
2 x 10 0.829 0.8
3 x 10t 0.81 0.78
1 x 10%° 0.78 0.34

density at a given time, is given by

Pys(t) = [(@(0)|@(t))[? (18)
where Py4(t) is normalized to unity at ¢ = 0. The excita-
tion and ionization probability (P.;) is defined as

P.;i(t) =1— Py(t). (19)
Table 2 lists the P, (t) values against different intensities
at t = 8.872 fs, i.e., at the completion of the ramp and at
100 fs. The initial decrease in the P, value from unity un-
til the completion of the ramp can be attributed to the re-
distribution of electron density in the binding/antibinding
regions and consequent excitation to higher electronic
states where the two hydrogen “atoms” are in different
states. This implies that the contributions of higher ex-
cited states to the probability density increase with time
and these states come into picture sooner for higher inten-
sities. The same applies to the case of 1064 nm laser with
per cent decrease of ground-state survival probability for
each intensity less than that at the respective intensity for
532 nm laser (Fig. 9).

A comparison of per cent decreases in survival proba-
bility and ionization rate reveals that the probability for
excitation is more than that of ionization, especially in
the first few optical cycles and at lower intensities; the
two processes go hand in hand at later times and higher
intensities.

3.5 Time-dependent dipole moment, p;(t)

Since the laser field is along the Z-direction (internuclear
axis), the expectation value of the time-dependent dipole
moment is given by

pe(t) = [ (5,07 p dp dz dd (20)
In Figure 10 we have plotted pz(t) vs. time t (a.u) for
the 532 nm laser (qualitative features remain the same for
the 1064 nm laser) and the intensity range 1 x 1014 < T <
1x10' W em™2; the time-dependent electric field is shown
in Figure 11. Upon interaction with the laser field, an os-
cillating dipole moment is induced as the field strength
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Fig. 9. Ground state survival probability, Pys(t) for A =
532 nm and (a) I = 1 x 10*, (b) T = 3 x 10", (¢) I =
1% 10" Wem™2.

increases with both quantities completing the same num-
ber of oscillations and the maximum of dipole moment
coinciding with the maximum of the laser field. Indeed,
both reach their maxima at the completion of the ramp.
Thereafter, the electric field oscillates between its maxi-
mum (+FEy) and minimum (—Ey) whereas the dipole mo-
ment plots show a damping due to ionization. The extent
of damping depends on the ionization rate which in turn
depends on the laser intensity, i.e., the higher the intensity
of the laser, the faster is the ionization, and consequently
1z (t) shows more damping. This implies that the high in-
tensity laser makes the molecule highly polar and hence
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Fig. 10. Time-dependent dipole moment, puz(¢), in a.u, for
A =532nmand (a) I = 1x 10", (b) T = 3 x 10™, (¢)
I=1x10" Wem™2.

prone to higher excitations and ionization. At the highest
intensity (I = 1x 10' W cm™2) considered in the present
study, there is considerable damping with the dipole mo-
ment after 100 fs reduced to just 10 per cent of its value
at the completion of the ramp (Fig. 10c).

3.6 High harmonics generation (HHG)

Atoms and molecules irradiated by an intense laser light
emit high order harmonics of the intense field as a result
of nonlinear, non-perturbative interaction of the electrons

The European Physical Journal D

(a) A =532nm
0.06 T T T T

0.04 - -

0.02 - .

E (1) (a.u.)
=
|

-0.02 - —

-0.04 | -

-0.06 | | | |
0 1000 2000 3000 4000

t (a.u.)

(b) A =1064 nm

0.04 - -

0.02 - -

E (1) (a.u.)
=)
|

-0.02 - -

-0.04 | -

-0.06 | | | |
0 1000 2000 3000 4000

t (a.u.)

Fig. 11. Time-dependent laser electric field, E(¢), in a.u, for
I=1x10" Wem™2 and (a) A = 532 nm, (b) A\ = 1064 nm.

with the intense radiation field and the ion core. Depend-
ing on the incident intensity, the spectrum may extend up
to very high harmonics. In particular, an extended range
of harmonics, forming a plateau, is obtained that consists
of peaks with comparable intensities. The harmonic radi-
ation has unique characteristics such as good spatial and
temporal coherence, high brightness and ultrashort dura-
tion that are primarily responsible for its utility in gen-
erating attosecond pulses and novel sources of coherent
light with unprecedented properties. The physics is based
on a quasiclassical “three-step model” whereby an electron
leaves the atom and enters the continuum with zero initial
velocity, gets accelerated by the strong electric field, gains
energy and is then driven back into the vicinity of the
parent ion or a neighbouring ion in a molecule resulting
in its recombination to the ground state and emission of a
high-frequency photon. Such harmonic generations involve
electronic transitions which are much faster than nuclear
motions so that vibrational and rotational motions would
not significantly alter the features of this phenomenon.

The numerical procedure for obtaining HHG spectrum
involves calculating the fast Fourier transform (FFT)
of the time-dependent induced dipole moment, |D (w)[?,
over the last half of the interaction period, against the



A. Wadehra and B.M. Deb: Dynamics of Hy molecule in intense laser fields

(@) I=1X10"* W cm™

T T T T T T T

0.01
3 lend
o 1e-06
g
A le08
§E le-10

le-12

0 5 10 15 20 25 30 35 40
Harmonic Order
(b) 1=2X10" W cm™
T

_ 0.1
=
& 0001
3 le05
g e07
&
= le09

le-11 | | | | | | | 1

0 5 10 15 20 25 30 35 40 45 50

Harmonic Order

153

(c) 1=3X10" W cm?

3 0.01
s/
o le-04
8
a  1e06
on
< le08
| | | | | | | | |
0 5 10 15 20 25 30 35 40 45 50
Harmonic Order
(d) I=1X10" Wcm?

_ 0.1
5
< 0001
8 le0s
2
o le-07
S

1e-09

| | | | | | | | | | |

S

5 10 15 20 25 30 35 40 45 50 55 60
Harmonic Order
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Fig. 13. HHG spectra (a.u) for A = 1064 nm and (a) I = 1 x 10", (b) I =2 x 10", (¢) I =3 x 10", (d) I =1 x 10'® Wem ™2,

harmonic order (w/wp). Figures 12 and 13 present the
harmonic spectra obtained for Hs molecule for A = 532
and 1064 nm as well as varying intensities from 1 x 10
to 1 x 10> Wem™2. Each spectrum reveals a series of
peaks placed at odd multiples of the incident laser fre-
quency due to the generation of frequency components
of dipole moment at those multiples of laser frequency.
HHG spectra obtained in the present study are in excellent
agreement with the diagrammatic information reported in

the literature [20,22], regarding the number and yields of
the harmonics, and display their characteristic features,
namely, a sharp decline in the intensities of harmonics for
the first few harmonics, followed by a plateau of harmon-
ics with comparable intensities and then a cut-off. The
plateau extends to higher harmonics at larger intensities
as observed for both 532 and 1064 nm lasers. Such high
order harmonic generation is a promising way to gener-
ate coherent X-rays and to produce attosecond XUV and
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soft X-ray pulses [56,57]. Methods for achieving selectiv-
ity of harmonics as well as controlling HHG constitute an
important research area.

4 Conclusion

To summarize, the results discussed above demonstrate
the interrelated phenomena of excitation, ionization,
bond-softening and/or dissociation by the following ob-
servations: (i) both the nuclei lose electron density from
their respective regions; (ii) electron density is depleted in
the binding region; (iii) the two antibinding regions (one
to the left of nucleus A and the other to the right of nu-
cleus B) possess different density distributions, making the
molecule instantaneously polar; (iv) the asymmetric dis-
tributions of charge surrounding the two individual nuclei
make the states of the two “atoms” different in the per-
turbed molecule; (v) a time-dependent dipole moment is
induced in the molecule that has the same periodicity as
the laser electric field and shows damping depending on
the laser intensity (note that it is not necessary that the
dipole moment should have the periodicity of the driving
field, see e.g., NO molecule modeled as a Morse oscilla-
tor [58]); (vi) high order harmonics are obtained as a result
of generation of frequency components of induced dipole
moment at odd multiples of incident laser frequency.
The principal objective of our work on Hs molecule
under intense laser field was to demonstrate that the
TD QFDFT method is a suitable and powerful tech-
nique to study laser-molecule interactions. Although our
study is restrained by the Born-Oppenheimer approxima-
tion and is limited to the equilibrium internuclear distance
Req = 1.4 a.u, its importance lies in the information and
insights it provides by following the dynamics of electron
density over different regions of the molecule including
the antibinding regions. Moreover, a full treatment of the
three-dimensional electronic motion allows us to readily
visualize the spread along Z and p-directions and its conse-
quences that is not possible with one-dimensional studies.
Furthermore, the numerical method permits, in principle,
the calculation of density to all orders of change. The de-
pendence of dynamical evolution on laser parameters is
also extensively studied by employing lasers of two wave-
lengths 532 and 1064 nm over a range of intensities from
I =1x10" to 1 x 10> Wem™2. To the best of our
knowledge, such an analysis of time-dependent density-
based quantities for molecule-laser interactions has not
been done earlier. The results obtained are not only in
excellent agreement with the available literature, they are
consistent with one another and can also be understood
from a density viewpoint. Thus, interesting insights have
been obtained into molecular time-dependent phenom-
ena such as excitation, ionization, bond-softening, dipole-
formation, high harmonics generation, etc. from move-
ments of the electron cloud. In principle, it should also
be possible to examine molecular dissociation by solving
two coupled equations of motion, one being an equation of
motion for the electron density and the other being a clas-
sical equation of motion for the nuclei which employs the
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TD electron density as a feedback. The present method
thus appears quite promising for studying time-dependent
phenomena involving molecules which can yield attractive
and transparent physical insights into such dynamical pro-
cesses.

A.W. thanks the C.S.I.LR., New Delhi, for financial support
and Prof. Ramesh Kapoor for creating the necessary computer
facilities.
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